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A triple-delta wing configuration in transonic conditions has been investigated numerically, explicitly focusing 
on the leading-edge vortices during sideslip flow. Several shock waves manifest over the fuselage, leading to 
vortex-shock interactions. The primary focus of the analysis centers on the vortex breakdown phenomenon 
and its underlying causes. The flow field obtained from different turbulence modeling approaches is compared. 
This study aims to identify the limitations of a standard one-equation model in dealing with such complex 
applications. It explores physical and modeling reasons leading to the model’s inaccuracies. The impact of 
turbulence treatment on the numerical results is explored, discussing turbulence-related variables. A novel and 
straightforward modification to the one-equation turbulence model is then introduced and assessed compared to 
experimental and computational data. The proposed model appears promising for enhancing the accuracy of the 
one-equation Reynolds Averaged Navier-Stokes outcomes.
1. Introduction

Highly swept wings operating under extreme flight conditions ex-

hibit complex flow fields that are challenging to predict numerically 
and analyze experimentally. These wings are typically employed in ag-

ile military and supersonic aircraft due to their favorable aerodynamic 
characteristics at high Mach numbers. Their aerodynamic behavior is 
primarily governed by the vortex-dominated flow generated at the 
swept leading edge. Therefore, a comprehensive understanding and pre-

cise prediction of the vortical flow system are crucial during the aircraft 
design process [1,2].

Research on leading-edge vortices of swept wings with low aspect ra-

tios has been ongoing for decades [3–6]. Computational Fluid Dynamics 
(CFD) experts have been striving to numerically estimate the behavior 
of these intricate and challenging flow patterns [7,8]. However, despite 
considerable efforts, no universally applicable solution has been discov-

ered. Therefore, it is essential to assess several turbulence treatments 
to determine their suitability for addressing these wing configurations’ 
demanding requirements.

In many cases, reliable and realistic results have been achieved by 
employing numerical simulations with eddy-viscosity-based Reynolds-

averaged Navier-Stokes (RANS) models [9–12]. Nevertheless, while 
classical RANS models are highly efficient in computational time, they 
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often fall short in accurately predicting highly vortical flows in appli-

cations with high angles of attack (AoA) and sideslip [13–16]. This has 
sparked continuous interest in academia and industry to enhance the 
predictive accuracy of RANS models, especially in the aerospace field.

The complex turbulence fluctuations within the flow field, as cap-

tured by the underlying turbulence models, are represented by the 
Reynolds-stress tensor. Various assumptions are employed to model this 
tensor, categorizing the type of turbulence model. The widely accepted 
Boussinesq assumption linearly relates the stress tensor to velocity gra-

dients through turbulent viscosity. However, due to the simplification 
of the Reynolds-stress tensor, this approach may not effectively pre-

dict vortical flows where stress and strain rates are not aligned or 
rapid redistribution among the stresses occurs [17]. Hence, it may not 
accurately capture high angle of attack and sideslip conditions. The lit-
erature presents then different methods to overcome the limitations of 
the linear RANS approach [14,18,19]. Pope [20] introduces a more re-

alistic effective-viscosity formulation, and the Quadratic Constitutive 
Relation (QCR) [21] employs a nonlinear turbulent stress/strain equa-

tion, contrasting with the linear Boussinesq relation. These approaches 
account for the anisotropy property of Reynolds normal stresses, ad-

dressing their incorrect behavior.

Resolving turbulence using Direct Numerical Simulation or Large 
Eddy Simulation (LES) methods is computationally expensive and not 
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Nomenclature

AoA Angles of Attack

QCR Quadratic Constitutive Relation

Hi-Fi High-Fidelity

SAnegRC Spalart-Allmaras One-Equation Model with negative tur-

bulent viscosity and Rotation/Curvature correction

𝑘𝜔SST Menter 𝑘 −𝜔 Shear Stress Transport

IDDES Improved Delayed Detached Eddy Simulation

SAS Scale Adaptive Simulation

ADS Airbus Defence And Space

PK Production 𝑘
CTU Convective Time Unit

CFL Courant-Friedrichs-Lewy number

Symbols

𝐶𝐿 Lift coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -

𝐶𝑚𝑥
Rolling moment coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -

𝐶𝑚𝑦
Pitching moment coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . -

𝛿𝑖𝑗 Kronecker delta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -

𝑑 RANS length scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m

Δ Characteristic cell size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m

Δ𝑡 Time step size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s

𝐻𝑛 Normalized helicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -

𝑘 Turbulent kinetic energy . . . . . . . . . . . . . . . . . . . . . . . . . . m2/s2

𝑘𝑆𝐴 SA turbulent kinetic energy . . . . . . . . . . . . . . . . . . . . . . . m2/s2

𝑘𝑛 Normalized turbulent kinetic energy . . . . . . . . . . . . . . . . . . . -

𝐿 Characteristic length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m

𝑀𝑎 Mach number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -

𝜇 Dynamic molecular viscosity . . . . . . . . . . . . . . . . . . . . kg/(ms)

𝜇𝑡 Turbulent eddy viscosity . . . . . . . . . . . . . . . . . . . . . . . . kg/(ms)

𝜈𝑡 Kinematic eddy viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . m2/s

Ω Rotation rate tensor magnitude . . . . . . . . . . . . . . . . . . . . . . 1/s

𝑄 Q-criterion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1/s2

𝑅𝑡 Turbulent eddy viscosity over dynamic molecular 
viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -

𝑅𝑒 Reynolds number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -

𝜌 Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg/m3

𝛼 Angle of attack . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ◦
𝛽 Side slip angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ◦
𝑆𝑖𝑗 Strain rate tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1/s

𝑆∗
𝑖𝑗

Deviatoric strain rate tensor . . . . . . . . . . . . . . . . . . . . . . . . . 1/s

𝑈 Velocity magnitude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m/s

𝑈∞ Free-stream velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m/s

𝑑 Hybrid length scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m

𝜈̃ Modified SA eddy viscosity . . . . . . . . . . . . . . . . . . . . . . . . m2/s

𝑉 Cell volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m3

𝜔 Specific dissipation rate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1/s

𝜔𝑥,𝜔𝑦,𝜔𝑧 Vorticity components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1/s

𝑊𝑖𝑗 Rotation rate tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1/s

𝜏𝑅
𝑖𝑗

Reynolds stress tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pa

𝜏𝑖𝑗 Normalized Reynolds stress tensor. . . . . . . . . . . . . . . . . . . . . . -

𝑏 Wing span . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m

𝑐𝑝 Pressure coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -

𝑢, 𝑣,𝑤 Velocity components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m/s

𝑥, 𝑦, 𝑧 Cartesian coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m

𝜉, 𝜂,𝜓 Dimensionless Cartesian coordinates . . . . . . . . . . . . . . . . . . . -
feasible for routine applications. Consequently, high-fidelity (Hi-Fi) pre-

dictions of such complex configurations can only be performed for 
selected cases using hybrid RANS/LES approaches.

In this study, the flow around the triple-delta wing ADS-NA2-

W1 [22] has been analyzed. This configuration features a sharp leading 
edge, which results in fixed flow separation, marking the initial stage 
of vortex formation. Consequently, the primary challenge lies in accu-

rately modeling the formation and further development of the vortical 
flow system along the wing surface.

The simulations have been conducted under transonic and side slip 
conditions, with a Mach number (𝑀𝑎∞) of 0.85, Reynolds number 
(𝑅𝑒∞) of 12.53 × 106, and sideslip angle (𝛽) at 5°. Several angles of 
attack (𝛼) have been investigated, and the corresponding aerodynamic 
coefficients will be presented. The results from five different simulations 
featuring different turbulence model approaches are presented. These 
include Unsteady Reynolds-Averaged Navier-Stokes (URANS) simula-

tions based on the Spalart-Allmaras One-Equation Model with correc-

tions for negative turbulent viscosity and rotation/curvature correc-

tion (SAnegRC) [23,24], the Menter 𝑘𝜔-SST model (𝑘𝜔SST) [25], as 
well as results from the scale-resolving simulation hybrid RANS/LES 
(IDDES) [26] and the scale-adaptive simulation (SAS) [27]. These ap-

proaches primarily differ in treating turbulent fluctuations, impacting 
solution accuracy and computational requirements.

This research also introduces a novel and straightforward modi-

fication to the one-equation RANS turbulence model, designated PK, 
representing Production-𝑘 (turbulent kinetic energy). The fifth sim-

ulation presents the results obtained using PK, developed based on 
the existing SAnegRC model. The Boussinesq assumption is modified 
by adding a model for the turbulent kinetic energy to be included 
in the one-equation model, which does not account for its modeling. 
The PK results are subsequently compared with current state-of-the-
2

art outcomes to demonstrate enhanced accuracy. The numerical results 
are validated using experimental data provided by Airbus Defence and 
Space (ADS) [22].

Given the transonic nature of the flow, multiple shock waves are 
observed across the fuselage, generating vortex-shock interactions and 
vortex breakdown phenomena. Particular attention will be given to the 
outcomes at 𝛼 = 20°, due to the significant impact of the breakdown 
on the flow physics of the windward wing. This investigation predom-

inantly concentrates on exploring the occurrence of vortex breakdown 
and its contributory factors. It aims to discern and correct the limi-

tations of one-equation models when applied to delta wing flows. The 
Spalart-Allmaras model is a standard RANS closure for aerodynamic ap-

plications within the industrial sector, especially for its simplicity and 
robustness. Enhancing the model requires a deep understanding and 
thorough analysis of the root causes behind its inaccurate predictions. 
Both physical and modeling reasons contributing to these discrepan-

cies are examined. The investigation also explores the influence of 
turbulence treatment on CFD results, elucidating the role of turbulence-

related variables.

2. Turbulence modeling

The CFD simulations have been conducted using the DLR TAU-Code. 
A brief introduction to the code, along with an overview describing its 
functionality, has been provided by Gerhold [28]. Using a finite volume 
formulation, the TAU flow solver addresses the solution of the com-

pressible, three-dimensional, unsteady Reynolds-Averaged or filtered 
Navier-Stokes equations. The governing equations have been detailed 
in the work of Langer et al. [29], and for the sake of brevity, they will 
not be presented here in full. Instead, the RANS equations and their clo-

sure through various turbulence approaches are introduced. They are 
crucial for justifying the achieved results and proposing potential im-
provements to the Spalart-Allmaras model.
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2.1. RANS equations and Boussinesq assumption

The RANS equations represent time-averaged equations of motion 
for fluid flow and constitute a transformed version of the general 
Navier-Stokes equations. The averaged solution is separated from the 
time-varying fluctuations within the system, with the latter accounting 
for turbulence in various flow conditions [30]. In the case of a station-

ary flow of an incompressible Newtonian fluid, the RANS equations can 
be expressed in Einstein notation within Cartesian coordinates as fol-

lows1

𝜌𝑢̄𝑗
𝜕𝑢̄𝑖

𝜕𝑥𝑗
= 𝜌𝑓𝑖 +

𝜕

𝜕𝑥𝑗

[
−𝑝̄𝛿𝑖𝑗 + 𝜇

(
𝜕𝑢̄𝑖

𝜕𝑥𝑗
+
𝜕𝑢̄𝑗

𝜕𝑥𝑖

)
− 𝜌𝑢′

𝑖
𝑢′
𝑗

]
. (1)

The left-hand side of this equation accounts for the alteration in the 
mean momentum of a fluid element due to the convection by the mean 
flow. This alteration is counterbalanced by several factors, including 
the mean body force, the isotropic stress attributed to the mean pres-

sure field, the viscous stresses, and the apparent stress 
(
−𝜌𝑢′

𝑖
𝑢′
𝑗

)
arising 

from the fluctuating velocity field, commonly known as the Reynolds 
stress. The nonlinear nature of the Reynolds stress term necessitates ad-

ditional modeling to close the RANS equation for solution, resulting in 
the development of various turbulence models. Boussinesq postulated 
that the momentum transfer caused by turbulent eddies could be mod-

eled using an eddy viscosity [32]. Boussinesq’s assumption equates the 
Reynolds stress tensor, denoted as 𝜏𝑅

𝑖𝑗
, to laminar-like stress terms. It 

states that the Reynolds stress tensor is proportional to the trace-less 
mean strain rate tensor, represented as 𝑆∗

𝑖𝑗
, and can be expressed as 

follows

−𝜌𝑢′
𝑖
𝑢′
𝑗
= 𝜏𝑅
𝑖𝑗
= 2𝜇𝑡 𝑆∗

𝑖𝑗
− 2

3
𝜌𝑘𝛿𝑖𝑗 , (2)

where 𝜇𝑡 is the eddy viscosity and 𝑆∗
𝑖𝑗
= 𝑆𝑖𝑗 −

1
3
𝜕𝑢𝑘

𝜕𝑥𝑘
𝛿𝑖𝑗 with 𝑆𝑖𝑗 =

1
2

(
𝜕𝑢𝑖

𝜕𝑥𝑗
+ 𝜕𝑢𝑗

𝜕𝑥𝑖

)
.

2.2. One-equation model: SA-based URANS and IDDES

The Spalart-Allmaras model for eddy viscosity turbulence is built 
around a solitary transport equation for the eddy viscosity variable, 𝜈𝑡. 
The eddy viscosity establishes a linear relation −𝑢𝑖𝑢𝑗 = 𝜈𝑡𝑆𝑖𝑗 , aligning 
with the Boussinesq assumption in Eq. (2). Contrary to certain two-

equation models, the 𝑘 term is neglected. A comprehensive analysis of 
the SA model is provided in Appendix A.

The model’s equation for the modified eddy viscosity, 𝜈̃, is presented 
in its incompressible form as follows2

𝜕𝜈̃

𝜕𝑡
+ 𝑢𝑗

𝜕𝜈̃

𝜕𝑥𝑗
= 𝑐𝑏1

(
1 − 𝑓𝑡2

)
𝑆̃𝜈̃ −

[
𝑐𝑤1𝑓𝑤 −

𝑐𝑏1

𝜅2
𝑓𝑡2

](
𝜈̃

𝑑

)2
(3)

+ 1
𝜎

[
𝜕

𝜕𝑥𝑗

(
(𝜈 + 𝜈̃) 𝜕𝜈̃

𝜕𝑥𝑗

)
+ 𝑐𝑏2

𝜕𝜈̃

𝜕𝑥𝑖

𝜕𝜈̃

𝜕𝑥𝑖

]
. (4)

The production term depends on

𝑆̃ =Ω+ 𝜈̃

𝜅2𝑑2
𝑓𝑣2, (5)

1 A density-based average, known as the Favre average, is introduced if the 
Reynolds average is applied to the compressible form of the Navier–Stokes 
equations [31]. Here, the incompressible and stationary RANS are shown for 
simplification and conciseness.

2 The original SA model, in which density does not appear, applies to both 
incompressible and compressible flows, and it should be considered the stan-

dard form for compressible. However, an equivalent conservation form can be 
3

constructed by combining SA with the mass conservation equation [23].
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with the vorticity magnitude Ω =
√
2𝑊𝑖𝑗𝑊𝑖𝑗 computed from the vortic-

ity tensor 𝑊𝑖𝑗 =
1
2

(
𝜕𝑢𝑖

𝜕𝑥𝑗
− 𝜕𝑢𝑗

𝜕𝑥𝑖

)
.

The SAneg model is the same as the “standard” version (SA) when 
the turbulence variable 𝜈̃ is greater than or equal to zero [23]. When 
𝜈̃ is negative since it is non-physical, it needs to be avoided, and the 
following equation is solved instead

𝜕𝜈̃

𝜕𝑡
+ 𝑢𝑗

𝜕𝜈̃

𝜕𝑥𝑗
= 𝑐𝑏1(1 − 𝑐𝑡3)Ω𝜈̃ + 𝑐𝑤1𝑓𝑤

(
𝜈̃

𝑑

)2
(6)

+ 1
𝜎

[
𝜕

𝜕𝑥𝑗

(
(𝜈 + 𝜈̃) 𝜕𝜈̃

𝜕𝑥𝑗

)
+ 𝑐𝑏2

𝜕𝜈̃

𝜕𝑥𝑖

𝜕𝜈̃

𝜕𝑥𝑖

]
. (7)

The production term becomes positive because the coefficient 𝑐𝑡3 being 
set at 1.2. Indeed, the factors multiplying 𝜈̃ and 𝜈̃ itself are negative.

Shur et al. [24] additionally proposed a streamline curvature cor-

rection (SA-RC), which alters the production term with the rotation 
function

𝑓𝑟1 = (1 + 𝑐𝑟1)
2𝑟∗

1 + 𝑟∗
[
1 − 𝑐𝑟3tan−1(𝑐𝑟2𝑟)

]
− 𝑐𝑟1. (8)

The Spalart-Allmaras One-Equation Model with corrections for nega-

tive turbulent viscosity and rotation/curvature correction (SAnegRC) is 
applied in the URANS simulations.3

The IDDES method based on the Spalart-Allmaras One-Equation 
Model with corrections for negative turbulent viscosity (SAneg) is ap-

plied in the scale-resolving computations [26]. The RC modification is 
used just within the URANS computations since, in IDDES, the vortices 
are located in the LES zone. The IDDES approach has been selected for 
the scale-resolving simulations because, on a sharp leading-edge delta 
wing, turbulence usually starts soon after the leading-edge separation in 
the separated shear-layer yet close to the wall. The IDDES model essen-

tially switches to URANS mode in the wall layer while running in LES 
mode in the off-wall region. Mesh refinement in the onset of the tur-

bulent shear-layer emanating from the leading edge helps to drive the 
IDDES model into wall-modeled LES mode and thereby benefits from 
its capability of controlling the transition between RANS and LES in the 
region immediately after separation by trying to mitigate the grey-area 
effects [16,34].

As written in Eq. (4), in the Spalart-Allmaras-based RANS model, the 
turbulence length scale is the nearest wall distance, 𝑑 = 𝐿𝑅𝐴𝑁𝑆 = 𝑑𝑤, 
whereas the IDDES model, 𝑑 is replaced with 𝑑 = 𝐿𝐼𝐷𝐷𝐸𝑆 , defined as 
follows

𝑑 = 𝑓𝑑 (1 + 𝑓𝑒)𝑑 + (1 + 𝑓𝑑 )𝐶𝐷𝐸𝑆ΨΔ, (9)

featuring several fitted functions and coefficients of great complexity, 
which can be found in literature [35].

2.3. Two-equation model: 𝑘𝜔-based URANS and SAS

The scale-adaptive simulation is a method to allow the partial reso-

lution of turbulence structures in unsteady flows [27]. The SAS model 
can be considered a URANS model with a scale-resolving capability, 
showing LES-like behavior. Unlike LES, it also remains well-defined if 
the mesh cells become coarser. In this model, the von Kármán length 
scale is introduced into the scale-determining equation, which lets 
the model dynamically switch from RANS to LES-like behavior in un-

steady regions of the flow field. The employed SAS method is based 
on the Menter 𝑘 − 𝜔 SST model [25]. Within this model, the solu-

tion of the transport equations for turbulent kinetic energy 𝑘 (Eq. (10)) 

3 For a comprehensive understanding of the SA one-equation turbulence 
model and its various modifications, refer to relevant literature [33,18,24,23]. 
This will provide deeper insights into the model’s development and application 

in different flow scenarios.
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Fig. 1. Visualization of the ADS-NA2-W1 triple-delta wing geometry and mesh.
and dissipation rate 𝜔 (Eq. (11)) yields the eddy viscosity as follows 
𝜇𝑡 =

𝜌𝑎1𝑘
max(𝑎1𝜔,Ω𝐹2)

.

𝜕𝜌𝑘

𝜕𝑡
+ 𝑢𝑖
𝜕𝜌𝑘

𝜕𝑥𝑖
= 𝑃𝑘𝜔 − 𝛽∗𝜌𝜔𝑘+

𝜕

𝜕𝑥𝑗

[(
𝜇 + 𝜎𝑘1𝜇𝑡

) 𝜕𝑘
𝜕𝑥𝑗

]
(10)

𝜕𝜌𝜔

𝜕𝑡
+ 𝑢𝑖
𝜕𝜌𝜔

𝜕𝑥𝑖
=
𝛾1
𝜈𝑡
𝑃𝑘𝜔 − 𝛽1𝜌𝜔2 +

𝜕

𝜕𝑥𝑗

[(
𝜇 + 𝜎𝜔1𝜇𝑡

) 𝜕𝜔
𝜕𝑥𝑗

]
(11)

The turbulence production term 𝑃𝑘𝜔 is equal to

𝑃𝑘𝜔 = 𝜏𝑅𝑖𝑗
𝜕𝑢𝑖

𝜕𝑥𝑗
, (12)

and the 𝜏𝑅
𝑖𝑗

is evaluated using the Boussinesq assumption in Eq. (2).

An additional source term 𝑄𝑆𝐴𝑆 is introduced in Eq. (11) for the 
turbulence dissipation rate to extend these governing equations to SAS 
capabilities.

𝑄𝑆𝐴𝑆 =𝑚𝑎𝑥
[
𝜌𝜁2𝑆

2
(
𝐿

𝐿𝑣𝐾

)2

− 𝐹𝑆𝐴𝑆
2𝜌𝑘
𝜎𝜙
𝑚𝑎𝑥

(
1
𝑘2
𝜕𝑘

𝜕𝑥𝑗

𝜕𝑘

𝜕𝑥𝑗
,
1
𝜔2
𝜕𝜔

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗

)
,0
]

(13)

with the von Kármán length scale 𝐿𝜈𝐾 given by

𝐿𝜈𝐾 = 𝜅 𝑈
′|𝑈 ′′| ; 𝑈 ′′ =

√√√√𝜕2𝑈𝑖

𝜕𝑥2
𝑘

𝜕2𝑈𝑖

𝜕𝑥2
𝑗

; 𝑈 ′ =
√

2𝑆𝑖𝑗𝑆𝑖𝑗 . (14)

2.4. Improved one-equation turbulence model

A modification to the Boussinesq assumption for the SA model is in-

troduced in this work. The enhanced one-equation turbulence model is 
designated as PK. The extension of the Boussinesq assumption has been 
used in the URANS simulations with the SAnegRC turbulence model. 
An effort has been made to address the deficiency in turbulent kinetic 
energy by introducing a possible variable 𝑘 specifically tailored for the 
SA model, designated as 𝑘𝑆𝐴.

Equating production and destruction of the turbulence energy 
Eq. (10), a simplified equation for 𝑘 can be derived as follows

𝛽∗
𝑐
𝑘2∕𝜈𝑡 = 𝜏𝑅𝑖𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
→ 𝑘 = 1√

𝛽∗
𝑐

√
𝜈𝑡𝜏
𝑅
𝑖𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
(15)

This is consistent with the approach in the QCR model [21]. However, 
considering the QCR approach, some applications have noted numerical 
problems with the term 𝐶𝑐𝑟2𝜇𝑡

√
2𝑆∗
𝑚𝑛
𝑆∗
𝑚𝑛
𝛿𝑖𝑗 , notably in wake regions 
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where 𝜇𝑡 is not small [36]. A recommended fix for this problem is to use 
vorticity instead of strain in this term, as documented in literature [36]. 
Consequently, the equation suggested in this work can be expressed as

−𝜌𝑢′
𝑖
𝑢′
𝑗
= 𝜏𝑅
𝑖𝑗
= 2𝜇𝑡 𝑆∗

𝑖𝑗
− 𝑘𝑆𝐴𝛿𝑖𝑗 , (16)

where the SA turbulent kinetic energy is given by

𝑘𝑆𝐴 = 𝐶𝑘𝜇𝑡
√
2𝑊𝑚𝑛𝑊𝑚𝑛. (17)

The customization of the constant 𝐶𝑘 will be discussed in section 4.4. 
In this work, the optimal results have been achieved with 𝐶𝑘 being set 
at 3. This setting is the most effective for the specific conditions and 
objectives of the study.

3. Computational domain and numerical approach

Fig. 1 shows the ADS-NA2-W1 geometry, a 1:30-scaled version of 
a generic combat aircraft. A triple-delta wing characterizes this con-

figuration. More details about the wing configuration can be found in 
reference [22].

The unstructured mesh for investigating the ADS-NA2-W1 geome-

try comprises approximately 40 million cells. It is constructed with 
35 prism layers close to the aircraft, with the first cell layer thick-

ness set such that 𝑦+ ≈ 1, and tetrahedral volumes in all other areas. 
The domain’s size is 50 times the characteristic length 𝐿, the aircraft’s 
characteristic length in the symmetry plane, as depicted in Fig. 1a. The 
computational domain is discretized using an unstructured mesh with 
varying cell sizes. The mesh is most refined near the leading edge, 
where the inboard and outboard vortex formation begins. The finest 
cells are approximately 0.001 times the characteristic length. This cell 
refinement generally tracks the vortices to capture strong gradients and 
the resolved turbulent fluctuations in the Hi-Fi simulations.

3.1. Analysis of the mesh resolution

Given the challenges and computational demands of conducting 
grid-resolution studies for LES-type simulations, three additional grid 
levels were considered for the URANS simulations using the SAnegRC 
turbulence model to analyze grid effects. This approach balances com-

putational feasibility with the need for meaningful resolution analysis. 
As the details are extensively covered in the literature [37], they are 
omitted here to maintain conciseness and avoid redundancy.

To enhance the understanding of grid resolution, this study includes 
the analysis of essential parameters. These considerations are based on 
the results of the IDDES model, which necessitates the highest spatial 
and temporal accuracy level. Furthermore, they are displayed on the 
windward wing, which exhibits the highest flow velocities and is the 

primary focus of the analysis conducted in this paper.
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Fig. 2. LES Index of Resolution Quality LESIQ , and mean hybrid length scale over RANS length scale, 𝑑∕𝑑, IDDES results at 𝜉 = 0.35,0.55,0.75.
𝜈

To demonstrate that the current mesh resolution is sufficient to 
resolve a major part of the turbulence spectrum, the LES Index of 
Resolution Quality (LESIQ) has been illustrated in Fig. 2. LESIQ𝜈 is a 
dimensionless number, ranging between zero and one, calibrated such 
that it behaves similarly to the ratio of resolved to total turbulent ki-

netic energy [38]. An index of quality greater than 0.8 is considered 
perfect for an LES, while a value of 0.95 and higher is associated with 
DNS quality [39]. Overall, the plots indicate that the spatial resolution 
within the vortex region is adequate, exhibiting slightly lower, yet still 
acceptable, values downstream of the vortex breakdown.

Besides, Fig. 2 presents the mean ratio of the hybrid length scale 
to the RANS length scale, denoted as 𝑑∕𝑑. The cell size has been cal-

culated by determining the cube root of the cell volume, represented 
as Δ = 𝑉 1∕3. The ratio 𝑑∕𝑑 elucidates the transition in the IDDES ap-

proach from RANS to LES modes. Thin regions near the wall are entirely 
governed by the RANS mode, where a ratio approaching unity is ex-

pected. Consequently, the vortex development occurs within the LES 
domain. The transition between the two modes gives rise to the so-

called ‘grey-area’ issue, since the vortex formation initially occurs in 
near-wall layers modeled by the RANS mode. The challenges associated 
with the grey area, its impact on the results, and potential mitigation 
strategies have been extensively analyzed in the literature [16,40].

3.2. Numerical setup and solution techniques

Unsteady simulations have been performed using the DLR TAU-

Code [28]. An implicit dual-time stepping approach employing a 
Backward-Euler/LUSGS implicit smoother has been selected. The flux 
computation has been performed with a central scheme. To stabilize the 
URANS runs, an artificial dissipation for the central scheme has been 
added with the matrix dissipation method. However, in scale-resolving 
(IDDES) and scale-adaptive (SAS) simulations, the artificial dissipation 
has been reduced to prevent excessive damping of the resolved turbu-

lent structures. A (hybrid) low-dissipation low-dispersion discretization 
scheme (HLD2) and a vorticity-sensitive sub-grid filter scale, which en-

hances the development of turbulent structures on anisotropic meshes, 
have been used for the IDDES runs [41]. For SAS, a low-dissipation 
discretization scheme (LD) has been used in the SAS runs [41]. More 
details regarding the numerical approach and the time length series of 
the simulation to collect the flow field statistics for the different meth-

ods can be found in previous work [37,42,43].

In unsteady simulations, it is crucial to account for the time a fluid 
element takes to traverse the aircraft, which determines the requisite 
physical or computational time for a reliable solution. The Convective 
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Time Unit (CTU) is computed as 𝑇 = 𝐿

𝑈∞
≈ 2 × 10−3 s, representing 1
CTU, where 𝐿 denotes the characteristic length, and 𝑈∞ the free-stream 
velocity.

For URANS simulations, a time step size of 5 × 10−2 CTU has been 
selected. To mitigate initial transients ten CTUs have been calculated 
preceding five flow-through times of time-averaging till reaching statis-

tical convergence of the mean flow properties. In Hi-Fi simulations, the 
maximum allowed time step size was determined to resolve convective 
transport and accurately capture flow characteristics. The chosen time 
step size, Δ𝑡 = 5 ×10−4 CTU, adequately resolves the energy-containing 
eddies’ time scales in the flow of interest, ensuring the convective 
Courant-Friedrichs-Lewy (CFL) number, 𝑈Δ𝑡Δ , remains below unity in 
the focus region [26]. The simulations have been initialized with the 
URANS results to reduce the initial transient. Fifteen CTUs have been 
computed to reach a statistically steady flow. Subsequently, another fif-

teen overflows have been considered to calculate statistics of the flow 
properties.

4. Results and discussion

The flow features a Mach number of 𝑀𝑎∞ = 0.85 and a Reynolds 
number of 𝑅𝑒∞ = 12.53 × 106. The transonic condition generates a su-

personic area over the wing, resulting in different shock waves interact-

ing with the vortices and enhancing vortex breakdown. Fully turbulent 
conditions are assumed without accounting for transition in the under-

lying RANS models. URANS and Hi-Fi data have been obtained with 
side slip angle 𝛽 = 5° and angle of attack 𝛼 = 20°.

The results of the PK model are initially presented in section 4.1, 
where they are compared with experimental data in terms of aerody-

namic coefficients and surface pressure coefficient. A more thorough 
analysis of the improvements achieved by the PK model is given in sec-

tion 4.4. Sections 4.2 and 4.3 offer a comparative assessment of the 
results from the other approaches, focusing on flow physics and turbu-

lence modeling. These sections are designed to clarify the SA model’s 
shortcomings and disadvantages, thereby elucidating the necessity for 
the proposed PK modification.

4.1. Data comparison: validation of the CFD results

Leading-edge vortices originate from the separated shear-layer at 
the leading edge, as shown in Fig. 3. As the flow separates over the 
wing at the leading edge, it rolls up, forming a stable, separation-

induced leading-edge vortex. This primary vortex subsequently induces 
a reattached flow over the wing. Under certain conditions, the span-

wise flow beneath this primary vortex separates again, resulting in a 
counter-rotating secondary vortex outboard of the primary one. Fuse-
lage vortices generated from the aircraft apex are also illustrated in 
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Fig. 3. 𝑄-criterion instantaneous iso-surface with flood contour by instanta-

neous normalized helicity 𝐻𝑛, IDDES results with 𝑀𝑎∞ = 0.85, 𝑅𝑒∞ = 12.53 ×
106 and 𝛽 = 5°.

Fig. 3. Two distinct vortices are evident on the leeward wing, whereas 
two more prominent vortices are observed on the windward wing [37]. 
These vortices are generated in correspondence with the two sweep an-

gles on the first and third leading edge sections. Both windward wing 
vortices subsequently break down, characterized by an abrupt alteration 
in flow topology where the flow decelerates and diverges [37]. The on-

set location of the vortex breakdown is not fixed; it displays buffeting 
behavior [42]. While a comprehensive understanding of this behavior 
requires analyzing the instantaneous flow characteristics due to their 
unsteady effects, this manuscript examines the mean flow features to 
explore better the turbulence treatments’ effects on the RANS results.

4.1.1. Aerodynamic coefficients: analysis of the dependency on AoA

As a primary measure of result accuracy, the rolling and pitching 
moment coefficient curves are shown in Fig. 4. Experimental data from 
the literature [22] are juxtaposed with CFD results. These results in-

clude URANS from SAnegRC, 𝑘𝜔SST, and PK, as well as scale-resolving 
IDDES and SAS. For a comprehensive view of the predictions, Fig. 4

presents aerodynamic coefficients for various angles of attack. Simula-

tions for different angles of attack have been conducted and discussed 
in previous works [37,42,43]. Accurately predicting an airplane’s aero-

dynamic coefficients is paramount for designing aircraft stability and 
controllability. Moments react more sensitively to variations in the flow 
pattern than force coefficients do. Therefore, the rolling and pitching 
moment coefficient curves are especially relevant at non-zero side slip 
angles. These curves exhibit several steep transitions, predominantly at-

tributed to vortex breakdown and re-orientations of the vortices.

The substantial deviation between the results of different ap-

proaches at 𝛼 = 20° primarily results from other predictions of the 
vortex breakdown on the windward wing. Hi-Fi data enhance the 
prediction of the aerodynamic coefficients, with the SAS approach 
appearing to be the most reliable and suitable for the present con-

figurations. Overall, the two-equation 𝑘𝜔SST model is superior to the 
SA one-equation model in predicting the flow field. The factors leading 
to vortex breakdown are examined to enhance our understanding of the 
phenomenon and its numerical prediction. The inaccuracies associated 
with the SA model are analyzed to pinpoint necessary improvements 
in turbulence modeling. The PK model markedly improves the predic-

tion of aerodynamic coefficients, especially at 𝛼 = 20°. Furthermore, 
for other AoAs, the results achieved using the PK model consistently 
equal or exceed those derived from the original SAnegRC. Thus, it 
presents a viable alternative to overcome the limitations inherent in the 
one-equation model. A detailed analysis of its results, including a quan-

titative assessment of the improvements achieved, will be presented in 
6

section 4.4 (see Fig. 15).
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4.1.2. Investigation of the suction footprint

When a leading-edge vortex develops over a delta wing’s surface, 
it leads to a region of reduced pressure (or suction) directly beneath 
it on the wing. This suction footprint contributes significantly to the 
lift, especially at high angles of attack. Fig. 5 shows the mean surface 
pressure coefficient on the aircraft. Three different slice planes have 
been extracted, and the distribution of 𝑐𝑝 along the spanwise direction 
at chordwise positions 𝜉 = 0.35, 0.55, 0.75 is then plotted in Fig. 6.

As evident from Fig. 6, when examining the surface pressure at 
𝜉 = 0.35, none of the numerical results fully captures the flow physics 
over the aircraft. In particular, mispredictions are observed in the fuse-

lage vortices’ representation at 𝜂 ≈ |0.1| on both wings. Furthermore, 
not all of them accurately predict the shear-layer separation and the 
formation of the primary vortex (𝜂 ≈ |0.2|). The 𝑘𝜔SST and Hi-Fi re-

sults are impressive, with the numerical surface pressure closely align-

ing with experimental data. In contrast, the SAnegRC outcomes are 
markedly less accurate, failing to approximate the results of the meth-

ods above.

On the windward wing at 𝜉 = 0.55, the suction footprint created by 
the primary inboard vortex is notably consistent when comparing the 
𝑘𝜔-based results and the SA-based outcomes amongst themselves. The 
most pronounced differences are seen in the secondary vortex and the 
flow behavior near the leading edge. The prediction of the secondary 
vortex is not as accurate as desired; the negative pressure coefficient 
is either over or underestimated for |𝜂| > 0.35. The peak 𝑐𝑝 value cap-

tured from the secondary vortex indicates that the SAS result overes-

timates the secondary vortex’s strength relative to experimental data. 
In contrast, 𝑘𝜔SST underestimates this effect. Accurately predicting the 
strength of the secondary vortex is crucial to capture the vortex break-

down phenomenon.

Underestimating the secondary vortex’s strength (i.e., when the |𝑐𝑝|
produced by the secondary vortex is too low) results in an upstream 
prediction of vortex breakdown. Considering the one-equation model, 
the secondary vortex remains detectable over the windward wing in the 
SAnegRC and PK results but disappears in the IDDES.

On the leeward wing at 𝜉 = 0.75, the two fully developed primary 
vortices (inboard and outboard) can still be discerned where the two 
peaks of 𝑐𝑝 are found (at 𝜂 ≈ 0.5). All the numerical results, except for 
𝑘𝜔SST, tend to slightly overestimate the two suction footprints. The 
𝑘𝜔SST results, in contrast, do not depict the outboard vortex because 
a vortex merging occurs. The interaction between the two vortices sup-

ports the inboard vortex until they merge. However, this interaction 
weakens at higher angles of attack, leading the inboard vortex to break 
down in the wing’s aft part, as supported by the literature [42].

The scenario differs on the windward wing. Results indicate that 
the vortices experience breakdown. The inboard and outboard vortices 
do not break down simultaneously; the inboard breakdown precedes 
the outboard one. Whereas the SAnegRC model entirely fails to cap-

ture the vortex breakdown, the PK model successfully represents this 
phenomenon. All other models, except 𝑘𝜔SST, predict the breakdown 
further downstream on the wing compared to experimental data. This 
difference explains the differing predictions of the aerodynamic coeffi-

cients presented in Fig. 4.

4.2. Correlation between vortex breakdown and turbulence modeling

Enhancing a turbulence model requires a deep understanding of the 
root causes behind its deficiencies. Fig. 7 indicates the flow structure 
over the aircraft, and by comparing the SAnegRC and 𝑘𝜔SST results, 
the influence of different turbulence models becomes evident. Hi-Fi data 
have been shown as reference data.

The pivotal distinction between the two methodologies lies in the 
shock wave’s impact emphasized in Fig. 7, which provides a detailed 
view of the shock-vortex interaction, explicitly highlighting the state of 
the inboard vortex before and after this interaction. The vortex core un-
dergoes a decrease in velocity and kinetic energy as it moves through 
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Fig. 4. Experimental and numerical data with 𝑀𝑎∞ = 0.85, 𝑅𝑒∞ = 12.53 × 106 and 𝛽 = 5°. Hi-Fi results are represented in red, while URANS results are in blue. 
One-equation and two-equation results are denoted with circle and star markers, respectively.

Fig. 5. Mean surface pressure coefficient 𝑐𝑝, experimental and numerical data at 𝛽 = 5° and 𝛼 = 20°. The black lines show the slice planes.
the shock wave. The interaction between this shock wave and the in-

board vortex core is not solely responsible for the observed breakdown. 
Remarkably, the SAnegRC does not capture this essential occurrence. 
Hence, it can be concluded that the shock wave does not consistently 
lead to vortex breakdown. The strength of the vortex is a significant 
factor [44]. A vortex only breaks down by shock interaction if it’s in-

herently unstable and predisposed to breakdown.

The authors previously proposed a mechanism elucidating the occur-

rence of vortex breakdown in literature [45]. The core of the inboard 
vortex is primarily composed of flow from the shear-layer that detaches 
at the wing apex. Fluid from this separated shear-layer, originating from 
the leading edge of the apex, forms the core of the inboard vortex and 
moves along the wing at considerable velocities. As the shear-layer con-

sistently feeds the inboard vortex throughout the wing span, the vortex 
grows in size. This influx circles the primary core, reinforcing its struc-

ture and preserving its cohesiveness. This underlines the importance of 
accurately capturing separation and turbulence proximate to the apex 
in delta-wing flow simulations.

Moreover, this phenomenon is supported by the secondary vor-

tex’s existence. Once the secondary vortex becomes unsustainable, the 
boundary layer detaches in the streamwise direction, forming a recircu-

lation zone. Instead of joining the secondary vortex, the fluid transitions 
into a smaller-scale turbulent motion. This inhibits the shear-layer from 
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coiling into the primary vortex and generates a turbulent flow. The pri-
mary vortex, which loses its source of kinetic energy, becomes more 
vulnerable.

This theory can be confirmed by analyzing both Fig. 8 and 9. Fig. 8

shows the 𝑥-vorticity on the windward wing. The velocity inside a 
leading-edge vortex is higher because the air within the vortex is ef-

fectively confined, creating a region of lower pressure at the center of 
the vortex. This lower pressure at the vortex core leads to higher air 
velocities swirling around it. This air rotation results in a vorticity con-

centration within the vortex core.

Fig. 9 depicts the shock-vortex interaction within the vortex core 
line plane. The unsteady lambda shock, which contributes to the vor-

tex breakdown, is visible. Additionally, Fig. 9 shows the mean friction 
coefficient 𝑐𝑓𝑥 in the 𝑥-direction, helping to identify the streamwise 
separation region.

The SAnegRC results show a weaker streamwise separation on the 
wing before the vortex breakdown. The shear-layer properly feeds the 
primary vortex. As the consistently positive friction coefficient indi-

cates, the flow remains almost attached to the wing, and the vortex 
remains stable. Furthermore, the vortex speed increases after the abrupt 
interaction with the shock. The 𝑥-vorticity plot also shows a stable and 
well-formed secondary vortex. Its formation is delayed, and it does not 
break down. Conversely, in 𝑘𝜔SST, the flow behavior near the apex 
exhibits significant differences, marked by visible streamwise flow sep-
aration, the absence of a coherent secondary vortex, and a negative 
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Fig. 6. Mean pressure coefficient 𝑐𝑝 profiles at chordwise locations 𝜉 =
0.35, 0.55, 0.75, experimental and numerical data at 𝛽 = 5° and 𝛼 = 20°.

friction coefficient. This indicates that the leading-edge vortex is al-

ready weakened before the interaction. As a result, the vortex in the 
𝑘𝜔SST results is intrinsically more susceptible to breakdown than that 
in the SAnegRC results. This difference potentially illuminates the SAne-

gRC’s inability to predict vortex breakdown accurately.

The Hi-Fi data in Fig. 8 confirms and reinforces these analyses, espe-

cially when looking at the instantaneous plots. Here, the smaller-scale 
turbulent motion generated by the secondary vortex breakdown and 
streamwise separation is visible. It is transported around the primary 
vortex, and the breakdown then occurs.

4.3. Analysis of the model impact on the turbulence-related quantities

4.3.1. Eddy viscosity analysis: turbulence production and destruction

Fig. 10 shows contours of the viscosity ratio 𝑅𝑡 = 𝜇𝑡∕𝜇. The viscosity 
ratio is compared between the two baseline URANS approaches. The 
RC correction [24] mitigates the excessive production of eddy viscosity 
towards the front of the wing. However, in the rear portion of the vortex 
core, it is inadequate because the SAnegRC model generates markedly 
elevated levels of eddy viscosity. Instability emerges particularly after 
the lambda shock location. However, it is counteracted by the viscous 
damping generated by the SAnegRC model.

The 𝑘𝜔SST model features comparable levels of eddy viscosity up-

stream of the vortex-shock interaction but generally lower levels down-

stream. Upstream of the vortex breakdown, increased eddy viscosity is 
primarily observed in the separated shear-layer as it rolls up to form the 
primary vortex. Following the shock-vortex interaction and the subse-

quent breakdown, eddy viscosity levels rise due to the vortex’s incoher-

ence and the fluid’s turbulent motion. This behavior correctly models 
how turbulent fluctuations destroy the vortex structure. In RANS, re-

gions with large values of 𝜇𝑡 typically correspond to vortex motions 
characterized by high turbulence energy production, which results from 
intense flow rotation and deformation [16]. Hence, a diminished turbu-

lence level should be observed where the vortex remains coherent. The 
leading-edge vortex is inherently natural, independent of turbulence, as 
it does not entail any velocity fluctuations.

Fig. 11 shows the values of both the production and destruction 
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terms from the 𝜈̃ and the 𝑘 turbulence equations. Specifically, consid-
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Table 1

Source terms of the turbulence equations illustrated in Fig. 11.

Production Term Wall Production Term

SA 𝑃Ω𝑆𝐴 =
[
𝑐𝑏1

(
1 − 𝑓𝑡2

)
Ω− 𝑐𝑏1𝑓𝑡2𝑠

]
𝜈̃ 𝑃𝑤𝑎𝑙𝑙𝑆𝐴 = 𝑐𝑏1 𝑠𝜈̃

SAneg 𝑃Ω𝑆𝐴𝑛𝑒𝑔 = 𝑐𝑏1
(
1 − 𝑐𝑡3

)
Ω𝜈̃ 𝑃𝑤𝑎𝑙𝑙𝑆𝐴𝑛𝑒𝑔 = 0

SA-RC 𝑃Ω𝑆𝐴−𝑅𝐶 = 𝑓𝑟1𝑃Ω𝑆𝐴 𝑃𝑤𝑎𝑙𝑙𝑆𝐴−𝑅𝐶 = 𝑓𝑟1𝑃𝑤𝑎𝑙𝑙𝑆𝐴
𝑘-eq 𝑃𝑘𝜔 = 𝜏𝑅𝑖𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
–

(Wall) Destruction Term

SA 𝐷𝑤𝑎𝑙𝑙𝑆𝐴 =
[
𝑐𝑤1𝑓𝑤 −

𝑐𝑏1

𝜅2
𝑓𝑡2

](
𝜈̃

𝑑

)2

SAneg 𝐷𝑤𝑎𝑙𝑙𝑆𝐴𝑛𝑒𝑔 = −𝑐𝑤1𝑓𝑤
(
𝜈̃

𝑑

)2

SA-RC 𝐷𝑤𝑎𝑙𝑙𝑆𝐴−𝑅𝐶 =𝐷𝑤𝑎𝑙𝑙𝑆𝐴
𝑘-eq 𝐷𝑘 = 𝛽∗𝜌𝜔𝑘

ering the one-equation model, this study provides an analysis of the 
combination of the SA and SAneg terms written in Eq. (4) and (7) and 
summarized in Table 1. The rotation correction factor 𝑓𝑟1 written in 
Eq. (8) is plotted for further insight. The SA model does not produce 
turbulence near the wing’s apex or the leading edge where the vortex 
forms. Furthermore, the production term becomes highly active within 
the vortex core, particularly after encountering the shock. This accounts 
for the elevated levels of turbulent viscosity in that region. The model 
also alternates between positive and negative values, attributable to the 
RC modification [24]. These fluctuations contribute to the inaccuracies 
associated with turbulent viscosity.

The wall production term indicates turbulence generation solely at 
the location of the secondary vortex, which appears stable and well-

defined. These observations are juxtaposed with the almost negligible 
presence of the destruction term, which only partly counterbalances 
the effects of wall production. While the RC factor adeptly localizes the 
vortex core, it fails to limit the turbulence production. As mentioned, 
the SAnegRC model produces too much turbulence in the coherent vor-

tex core, incorrectly stabilizing it. The eddy viscosity can be seen as a 
quantity that dampens rotation. The more viscous the flow, the slower 
it rotates. Consequently, the ratio of axial to tangential velocity, defined 
as the Rossby number, increases, indicating greater stability of the vor-

tex [13].

The 𝑘𝜔SST model appropriately predicts turbulence generation in 
the separation region and partially mitigates turbulence within the vor-

tex. Due to its formulation outlined in section 2.3, it can be observed 
from the appearance of the destruction term that the presence of 𝑘 is 
limited where it is generated and reaches high levels. This indicates 
that the two-equation model has an inherent ability to self-balance and 
regulate the turbulent viscosity levels. This capability is less featured 
by the one-equation model in the context of a vortical flow, necessitat-

ing a distinct conceptual approach when addressing such challenging 
configurations for CFD simulations.

4.3.2. Boussinesq assumption and Reynolds stress tensor

A contributing factor to the URANS inaccuracies was believed to be 
the anisotropy of the Reynolds stress, which the authors addressed in a 
prior study [43]. The comparison of various modeling strategies illumi-

nated several impacts of the linear Boussinesq hypothesis. Nevertheless, 
the anisotropy characteristic alone cannot account for the discrepancies 
in the results produced by the SA and the 𝑘 −𝜔 models, as both rely on 
the Boussinesq assumption as outlined in Eq. (2). A comparative anal-

ysis between the Reynolds stress from SAnegRC and 𝑘𝜔SST underlines 
the impact of turbulence or, even better, the effect of not explicitly hav-

ing the turbulence kinetic energy 𝑘 in SA. Hi-Fi data have also been 
provided as a reference.

The Reynolds stresses 𝜏𝑅
𝑖𝑗

represent the intensity of the turbu-

lent fluctuations along the three directions and their covariance. The 
Reynolds stresses are computed considering the resolved and the mod-

eled parts, 𝜏𝑅
𝑖𝑗
= 𝜏𝑚𝑜𝑑
𝑖𝑗

+ 𝜏𝑟𝑒𝑠
𝑖𝑗

. Considering the mean flow field, the mod-
eled Reynolds stresses 𝜏𝑚𝑜𝑑
𝑖𝑗

are derived from the Boussinesq assump-
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Fig. 7. Iso-surfaces from streamwise pressure gradient and Q-criterion colored by Mach number𝑀𝑎, and slice planes showing the normalized 𝑥-velocity 𝑢∕𝑈 .
tion in Eq. (2). Statistics of the resolved fluctuations have been col-

lected to calculate the resolved Reynolds stresses 𝜏𝑟𝑒𝑠
𝑖𝑗

= −𝑢′
𝑖
𝑢′
𝑗
. Fig. 12

shows two normal components of the normalized Reynolds stress ten-

sor 𝜏𝑖𝑖 = 𝜏𝑅𝑖𝑖 ∕(𝜌𝑈
2
∞) on the windward wing. They have been normalized 

by free-stream velocity and local mean density. They then represent the 
variance of the velocity components.

The SAnegRC results display non-physical positive values of 𝜏𝑖𝑖, 
which must be negative due to the negative sign before the squared 
velocity fluctuations. This characteristic is absent in the 𝑘𝜔SST results 
due to including the turbulent kinetic energy 𝑘, as written in Eq. (2)

and illustrated in Fig. 13.

By definition, 𝑘 is assumed zero in the one-equation model, and this 
presumption yields incorrect values for the normal Reynolds stresses. 
This leads to the hypothesis that the isotropic component of the Boussi-

nesq assumption, given as 2∕3𝜌𝑘𝛿𝑖𝑗 , is crucial for such CFD investiga-

tions and needs to be incorporated into one-equation models. Indeed, 
there’s a noticeable difference in the magnitude of the Reynolds stresses 
between the two methodologies. An alternative representation for 𝑘 is 
necessary to introduce the isotropic term into the Boussinesq hypothesis 
9

for one-equation turbulence models.
∞

Furthermore, 𝜏11 illustrates the turbulent nature of the turbulent 
shear-layer, especially evident in the 𝑘𝜔 findings. Streamwise turbulent 
motion is more pronounced in the separated boundary layer and inten-

sifies after the vortex breakdown, transporting the turbulence kinetic 
energy downstream. Even upstream of the breakdown location, veloc-

ity fluctuations are mildly present within the leading-edge vortex core. 
As Menke and Gursul [46] demonstrated, these fluctuations result from 
a random displacement of the vortex core.

In the SAnegRC results, 𝜏11 becomes markedly negative down-

stream of the shock-vortex interaction location, underlining the non-

stationarity of the phenomena. The averaged Navier-Stokes equations 
only feature the divergence of the Reynolds stress tensor. The turbu-

lence effects in the averaged momentum equation can be depicted by 
the body force 𝑓 = ∇ × 𝜏𝑅

𝑖𝑗
, as mentioned in section 2.1. This implies 

that a negative gradient of the Reynolds stress tensor yields an oppos-

ing force that slows the flow field over the aircraft and vice-versa. This 
flow’s behavior is evident right after the shock but does not lead to a 
breakdown in the SAnegRC results.

On the other hand, as previously highlighted, the turbulence model 
inaccurately reinforces a coherent vortex. The positive gradient of 

Reynolds stresses further seems to corroborate this interpretation. 𝜏22
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Fig. 8. Mean and instantaneous 𝑥-vorticity 𝜔𝑥, URANS, and Hi-Fi results.

Fig. 9. 𝑥-pressure gradient contour field with Mach number contour lines and mean 𝑥-direction friction coefficient. Black lines: zero mean friction coefficient.
10

Fig. 10. Viscosity ratio 𝑅𝑡 in the windward inboard vortex.
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Fig. 11. Source terms of the turbulence equations written in Table 1. All the values have been normalized.
indicates that the fluctuations are generated as the flow departs from 
the leading edge, and it is the primary source of the turbulence kinetic 
energy within the vortex core. Compared to the 𝑘𝜔SST results, 𝜏22 ap-

pears almost negligible in the SAnegRC findings.

4.4. Improved one-equation results

As previously outlined in section 2.4, the constant 𝐶𝑘 required cus-

tomization based on the findings of 𝑘 (see Fig. 13). Initially, an estimate 
of 𝐶𝑘 was derived from the QCR model and refined using the 𝑘𝜔SST re-

sults through the inversion of Eq. (17), as depicted in Fig. 14. Several 
values of 𝐶𝑘 have then been tested to find the best value and provide 
insights into the proposed modification.

To facilitate a quantitative comparison between the simulation re-

sults and experimental data, the relative deviation of the aerodynamic 
coefficient introduced in section 4.1 has been computed for 𝛼 = 20° and 
depicted in Fig. 15. The results achieved with 𝐶𝑘 equals to 𝐶𝑐𝑟2 = 2.5, 
originally from the QCR method [36], 3.0, and 1∕

√
𝛽∗
𝑐
= 3.3 from the 

Bradshaw hypothesis [47], are compared with the CFD results previ-

ously discussed.

The QCR results, presented by the authors in a prior work [43], are 
also included in this plot. The new model also exhibits greater stability 
and robustness than the QCR, demonstrating a faster convergence rate. 
The coefficient 𝐶𝑘 plays a crucial role and must be accurately calibrated 
to predict the precise location of the vortex breakdown. As the value 
of 𝐶𝑘 increases, the breakdown moves further up the wing, eventu-

ally aligning with the position predicted by experimental observations. 
At this juncture, the pitching coefficient 𝐶𝑚𝑦 becomes less sensitive to 
11

variations in 𝐶𝑘.
Conversely, the rolling moment 𝐶𝑚𝑥 continues to undergo substan-

tial changes with alterations in 𝐶𝑘 because the latter exerts a more 
significant influence on the leeward wing. The PK model enhances the 
prediction of aerodynamic coefficients, resulting in a notable reduction 
of deviations compared to SAnegRC. As mentioned above, the optimal 
results were attained with 𝐶𝑘 set to 3, and a detailed analysis follows.

Fig. 16 illustrates the predicted flow phenomena above the aircraft 
using the PK turbulence model with 𝐶𝑘 = 3. The enhanced model suc-

cessfully captures a more pronounced streamwise separation near the 
leading edge and the subsequent vortex breakdown over the windward 
wing, albeit at a more downstream location. The PK model demon-

strates superior prediction and instability of the secondary vortex. This 
improvement manifests in a more pronounced streamwise separation, 
as observed in the 𝑐𝑓𝑥 plot. A more accurate depiction of the lambda 
shock shape is achieved, contributing to a more reliable prediction of 
the shock-vortex interaction process. The Mach contour lines align more 
closely with those predicted by the 𝑘𝜔SST model, although the vor-

tex breakdown occurs further downstream. Whereas the 𝑘𝜔SST model 
captures anticipated vortex breakdown on the wing compared to the 
experimental results, the PK model appears to capture a more accurate 
position, similar to that obtained from Hi-Fi data. Fig. 17 shows the 
turbulence-related quantities of the PK results.

The PK model attenuates turbulence production in the vortex core, 
particularly close to the leading edge where the shear-layer separates, 
and the viscosity ratio values align more closely with those observed 
in the 𝑘𝜔SST model. The 𝑘 modeling accurately depicts the separa-

tion of the shear-layer at the leading edge, the development of vortices, 
and the streamwise separation close to the wing apex. The secondary 
vortex breaks down, and the chaotic motion is visible. The new exten-
sion of Boussinesq’s assumption yields an accurate prediction of the 
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Fig. 12. RANS and Hi-Fi results, normalized specific Reynolds stresses 𝜏 .
Reynolds normal stresses, which are no longer erroneously positive. 
The PK model is a promising way to improve the one-equation RANS-

predicted flow physics around a delta wing in transonic conditions. 
To enhance this extension further, the coefficient 𝐶𝑘 could be derived 
through optimization processes involving the formulation of a function 
that varies within the flow field.

5. Conclusion and outlook

This study has presented results from five distinct simulations of the 
transonic flow around a generic triple-delta wing aircraft. They include 
URANS based on the Spalart-Allmaras with negative turbulent viscosity 
corrections and rotation/curvature corrections, URANS based on the 
Menter 𝑘𝜔SST model, URANS based on the PK model, IDDES, and SAS. 
The PK model represents a novel and straightforward extension to the 
12

Boussinesq assumption, initially introduced for the SAnegRC turbulence 
𝑖𝑖

model, aimed at replicating the turbulent kinetic energy effect observed 
in the 𝑘𝜔SST results.

The accuracy of the integral moment coefficients is mainly related to 
the prediction accuracy of the vortex breakdown. High-fidelity simula-

tions enhance the prediction of the aerodynamic coefficients. Whereas 
the SAnegRC model entirely fails to capture the vortex breakdown, the 
PK model successfully represents this phenomenon. The PK method sig-

nificantly improves the prediction of aerodynamic coefficients, leading 
to a substantial reduction in deviations compared to SAnegRC results.

The primary vortex only breaks down due to shock interaction if it 
is inherently unstable and predisposed to breakdown. The inconsistent 
predictions of the vortex breakdown onset location can be attributed 
to the upstream conditions of the vortex, with the shear-layer sepa-

ration near the wing apex and the secondary vortex formation being 
especially noteworthy. The SAnegRC results show a weaker streamwise 
separation on the wing upstream of the vortex breakdown. Conversely, 

the streamwise flow separation is markedly visible near the apex of the 
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Fig. 13. Normalized turbulent kinetic energy.

Fig. 14. Correlation between vorticity magnitude and turbulent kinetic energy.

wing in 𝑘𝜔SST results, and no coherent secondary vortex is present. The 
shear-layer emanating from the leading edge does not correctly feed the 
primary vortex. The primary vortex predicted by 𝑘𝜔SST is intrinsically 
more susceptible to breakdown than that from SAnegRC. The PK model 
effectively captures a more pronounced streamwise separation near the 
leading edge. A more accurate depiction of the lambda shock shape is 
achieved, enhancing the reliability of predicting the shock-vortex inter-

action process.

The SAnegRC model does not produce turbulence near the wing 
apex or the leading edge where the vortex forms. Furthermore, the 
production term becomes highly active within the vortex core, par-

ticularly after encountering the shock. This accounts for the elevated 
levels of turbulent viscosity within the vortex core. The 𝑘𝜔SST model 
appropriately predicts turbulence generation in the separation region 
and partially succeeds in mitigating the production within the vortex. 
13

The PK model aligns viscosity ratio values more closely with those ob-
Aerospace Science and Technology 146 (2024) 108973

served in the 𝑘𝜔SST model. In the one-equation model, 𝑘 is assumed to 
be zero, yielding non-physical values for the normal Reynolds stresses. 
The Boussinesq assumption’s isotropic component is crucial in the in-

vestigated case and has been incorporated into the one-equation PK 
model.

The PK model appears promising for enhancing the one-equation 
RANS-predicted flow physics around a delta wing in transonic condi-

tions. Additional research and analysis are necessary to optimize the 
𝑘𝑆𝐴 function. This refinement is crucial for enhancing the model’s ap-

plicability and accuracy in diverse flow conditions. The present study 
serves as a basis and motivation for developing a modified constitu-

tive relation for specific applications in future work. They will focus on 
developing a one-equation turbulence model specifically adapted for 
accurately simulating leading-edge vortices. Future work will include 
various geometries and Mach numbers, contingent upon the availabil-

ity of experimental data. The PK model may also introduce unintended 
side effects or necessitate the recalibration of some SA coefficients. Con-

sequently, a series of canonical test cases (e.g., flat plate, 2D airfoil, 2D 
hump) will be conducted to perform preliminary assessments using both 
compressible and incompressible solvers.
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Fig. 15. Absolute and relative deviation of the aerodynamic coefficients at 𝛼 = 20°.

Fig. 16. PK model results: vortices, vortex-shock interaction stream-wise sepa-

Appendix A. Spalart-Allmaras one-equation turbulence model

Devised initially focusing on aerodynamic flows, the model inte-

grates various components in its transport equation to encapsulate the 
balancing physical phenomena within a wall-bounded turbulent flow. 
Its design goals included numerical stability, local validity, and Galilean 
invariance. The local approach of the model allows for the computation 
of 𝜈𝑡 at individual points independently of the domain’s other points, 
significantly benefiting its application to unstructured grid frameworks. 
The Spalart-Allmaras model is robust in handling both wall and free-

stream boundary conditions. Its convergence rate, stability, and accu-

racy efficiency have been validated through numerous applications, 
especially in scenarios involving attached or mildly separated flows, 
making it a popular choice in contemporary numerical studies.

Free Shear Flows. The material derivative of 𝜈𝑡 on the left-hand 
side of the equation finds a balance with the right-hand side terms, in-

crementally added to an initial formulation for free-shear flows, each 
signifying singular additional phenomena. The right-hand side prin-

cipally includes production and a diffusion term in a free-shear flow 
scenario. A scalar norm 𝑆 , essential for evaluating the deformation ten-

sor 𝜕𝑢𝑖∕𝜕𝑥𝑗 , must accompany 𝜈𝑡. This norm is invariant, and in the 
original formulation, the vorticity norm Ω was used mainly because, in 
the targeted applications, areas with dominant vorticity usually exhibit 
significant turbulence. However, other metrics like strain rate or the 
complete tensor norm could be equally effective. For consistency with 
the original formulation, Ω will be represented as 𝑆 . Thus, the baseline 
production term becomes 𝑐𝑏1𝑆𝜈𝑡.

The diffusion term is constructed on the spatial derivative of 𝜈𝑡 and 
employs the operator ∇ ⋅

(
(𝜈𝑡∕𝜎)∇𝜈𝑡

)
, where 𝜎 is the Prandtl number. 

Notably, this term lacks conservativeness, a trait commonly accepted in 
turbulence modeling, albeit not always preferable. The diffusion term 
is then modified to (1∕𝜎) 

[
∇ ⋅

(
𝜈𝑡∇𝜈𝑡

)
+ 𝑐𝑏2(∇𝜈𝑡)2

]
, granting a conserva-

tive nature to the 𝜈1+𝑐𝑏2
𝑡

. Therefore, the model considered appropriate 
for free shear flow scenarios is expressed as

𝜕𝜈𝑡

𝜕𝑡
+ 𝑢𝑗

𝜕𝜈𝑡

𝜕𝑥𝑗
= 𝑐𝑏1𝑆𝜈𝑡 +

1
𝜎

[
𝜕

𝜕𝑥𝑗

(
𝜈𝑡
𝜕𝜈𝑡

𝜕𝑥𝑗

)
+ 𝑐𝑏2

𝜕𝜈𝑡

𝜕𝑥𝑖

𝜕𝜈𝑡

𝜕𝑥𝑖

]
. (A.1)

Wall Destruction. Incorporating wall effects destroys the Reynolds 
shear stress, dependent on the wall distance 𝑑. The term −𝑐𝑤1

(
𝜈𝑡∕𝑑

)2
is 

integrated for this purpose. This term becomes negligible in free-shear 
flows where the distance approaches infinity, ensuring it does not mod-

ify the previous calibration suitable for free-shear flows. Applications 
14

ration and vortex breakdown.
 demonstrate accurate replication of the log layer in boundary layers 
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Fig. 17. PK model results: viscosity ratio; normalized turbulent kinetic energy and normalized normal Reynolds stresses.
but tend to underestimate skin friction coefficients over flat plate flows. 
To rectify this, a non-dimensional smoothing function 𝑓𝜔, based on di-

mensionless mixing length,

𝑟 =
𝜈𝑡

𝑆𝜅2𝑑2
, (A.2)

is applied to the destruction factor. The function is defined as follows

𝑓𝜔(𝑟) = 𝑔

[
1 + 𝑐6

𝜔3

𝑔6 + 𝑐6
𝜔3

] 1
6

, where 𝑔 = 𝑟+ 𝑐𝜔2(𝑟6 − 𝑟) (A.3)

Spalart and Allmaras [33] also considered the buffer and viscous 
sublayer modeling, introducing a modified eddy viscosity 𝜈̃, equivalent 
to 𝜈𝑡 except in the viscous region. A smoothing function 𝑓𝑣1 is applied, 
equalizing eddy viscosity to 𝜅𝑦𝑢𝜏 in both the log and buffer layers, as 
follows

𝜈𝑡 = 𝜈̃𝑓𝑣1, where 𝑓𝑣1 =
𝜒3

𝜒3 + 𝑐3
𝑣1

with 𝜒 = 𝜈̃
𝜈
. (A.4)

The production term requires another smoothing function 𝑓𝑣2, en-

suring appropriate behavior across different boundary layer stages. Con-

sequently, 𝑆 is replaced by 𝑆̃ as follows

𝑆̃ = 𝑆 + 𝜈̃

𝜅2𝑑2
𝑓𝑣2, with 𝑓𝑣2 = 1 −

𝜒

1 + 𝜒𝑓𝑣1
, (A.5)

to maintain log-layer dependence as 𝑆̃ = 𝑢𝜏∕(𝜅𝑦).
The final formulation step of the turbulence model considers lam-

inar and transition regions. However, the transition-triggering term is 
omitted here, as our research focuses on fully turbulent cases for which 
the model is predominantly utilized. The addition for laminar regions 
ensures 𝜈̃ = 0 as a stable solution of the model equation, assuming 𝜈̃
should be at most of the order of 𝜈 in laminar conditions. The pro-

duction term is thus modified with 1 − 𝑓𝑡2, and the destruction term is 
accordingly balanced. The function 𝑓𝑡2 is formulated as follows

𝑓𝑡2 = 𝑐𝑡3 exp(−𝑐𝑡4𝜒2). (A.6)

In the end, after all the previous steps, the model’s equation for the 
modified eddy viscosity, 𝜈̃, is presented in its incompressible form as 
15

follows
𝜕𝜈̃

𝜕𝑡
+ 𝑢𝑗

𝜕𝜈̃

𝜕𝑥𝑗
= 𝑐𝑏1

(
1 − 𝑓𝑡2

)
𝑆̃𝜈̃ −

[
𝑐𝑤1𝑓𝑤 −

𝑐𝑏1

𝜅2
𝑓𝑡2

](
𝜈̃

𝑑

)2
(A.7)

+ 1
𝜎

[
𝜕

𝜕𝑥𝑗

(
(𝜈 + 𝜈̃) 𝜕𝜈̃

𝜕𝑥𝑗

)
+ 𝑐𝑏2

𝜕𝜈̃

𝜕𝑥𝑖

𝜕𝜈̃

𝜕𝑥𝑖

]
. (A.8)

with

𝑐𝑏1 = 0.1355, 𝜎 = 2
3
, 𝑐𝑏2 = 0.622, 𝜅 = 0.41,

𝑐𝑤1 =
𝑐𝑏1

𝜅2
+

1 + 𝑐𝑏2
𝜎
, 𝑐𝑤2 = 0.3, 𝑐𝑤3 = 2.0,

𝑐𝑣1 = 7.1, 𝑐𝑡3 = 1.1, 𝑐𝑡4 = 0.5.

(A.9)

This model has gained widespread usage in external aerodynamic 
flow studies, particularly in attached flow conditions, where it exhibits 
optimal performance in terms of accuracy due to its formulation and 
calibration procedure. It demonstrates significant numerical stability 
and robustness, with minimal sensitivity or critical outcomes relative 
to initial and free-stream conditions. A typical free-stream value for 𝜈𝑡
is significantly lower than 𝜈, aiding in resolving potential solver issues 
where rounding errors or divisions by 𝜈 are involved in the model’s 
implementation.
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